Abstract—This paper will discuss the photographic capture of omni-directional stereoscopic spherical projections, that is, a means of creating stereoscopic spherical projections that can be experienced by a single viewer without the need for head tracking or by a larger audience all of whom may be looking in different directions. We will illustrate a means of photographically capturing such stereoscopic image pairs using a single camera and fisheye lens. The principles behind this technique have previously been applied to computer generated stereoscopic spherical projections [1], a simpler situation due to the greater flexibility of virtual cameras. Applications of these omni-directional stereoscopic spherical projections include general virtual reality environments, the increasing number of stereo capable digital planetariums, and a personal hemispherical immersive projection system known as the iDome [2].
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I. INTRODUCTION

High resolution cylindrical panoramic images are traditionally captured using a camera that rotates about its nodal point. Ideally the camera consists of a narrow slit that exposes the film (or sensor) in a continuous fashion [3]. When a more traditional still camera is used, thin vertical sections from a large number of individual frames are laid side by side and either simply blended together or stitched together to form the panorama [4]. In this discrete frame case there is a trade off between the number of images captured and the possible parallax errors that can occur if the optics does not rotate exactly about the correct axis, a problem that generally increases as parts of the scene get closer to the camera. The capture of such cylindrical panoramic images is now widespread, indeed the capabilities are often built into modern commodity cameras and free software solutions are generally available.

Cylindrical panoramic stereoscopic pairs can be captured by extending the process to two slit cameras separated by the intended interocular separation and rotating about a common center [5, 6], see Figure 1. The slits so captured may be discrete or continuous, for example various cameras have been designed to expose a roll of film as each camera rotates and more recently digital versions have become available [3]. It has additionally been realised [7] that one only needs a single camera rotating about a point some distance from the cameras nodal point. Two narrow vertical sections are extracted from each image, these can be considered to be identical to slits from two cameras rotating about a circle of a different radius, see Figure 1. This obviously results in a lower cost camera arrangement but also simplifies the timing, colour, and optical calibration required when one is using two cameras with inevitable slight manufacturing differences. It also has the benefit of being able to choose, within reason, the final interocular separation in post production by choosing the distance of the chosen slits from the center of the image frames.

Cylindrical panoramic stereoscopic images captured in this way have a further interesting characteristic, that is, they can be projected into a cylindrical display [8, 9] and multiple observers can each be looking at different parts of the panoramic image with acceptable stereoscopic depth perception. This often seems impossible to those working with virtual reality environments or familiar with planar stereoscopic projection where stereoscopic imagery that even partially surrounds the viewer requires head tracking for
acceptable viewing. This unexpected benefit arises because the stereoscopic depth perception is only strictly correct for an observer looking at any limited portion of the panoramic image, the error increases towards the left and right of that center of view. These errors are however not observed since the viewer is generally wearing glasses of some sort that obscure all but a relatively narrow field of view. In an immersive viewing environment the observer still benefits from the peripheral vision offered by the panoramic image since imagery can generally be seen outside the active area of the glasses. Indeed, this matches our real world sensation where in our far peripheral field we see neither stereo nor high resolution imagery, indeed even colour perception is limited. Similarly, for a standard display surface, HMD, or other VR flat surface display the stereoscopic effect can be observed as one freely rotates horizontally within the panoramic cylinder [10]. Such panoramic images are therefore referred to as omni-directional [11, 12] stereoscopic panoramic images.

This technique can be further extended to full spherical panoramic pairs by replacing the lens of the camera with a 180 degree (or greater) circular fisheye lens. Such a lens will capture 180 degrees vertically and the vertical slits that would be used to form a cylindrical panorama now become lune (crescent moon) shaped. In order to construct the spherical panorama for each eye, see Figure 5, these lune slices need to be stacked or blended together appropriately. The same trade-off occurs as in the standard cylindrical stereoscopic panoramic image, the narrower the slits the less parallax errors occur but the more involved and time consuming the capture process becomes. In the case of computer generated stereoscopic panorama pairs the slits essentially become vanishing small and the process is continuous with no parallax errors.

![Figure 2. Geometry for computing the effective eye separation of a single offset camera. Note that the camera is now perpendicular to the circle of rotation compared to the more traditional dual camera arrangement.](image)

It is the semi-automatic [14] capture of these images that is the discussion of this paper. It extends the previous work of capturing omni-directional cylindrical stereoscopic image pairs for interactive presentation, among others, in a cylindrical display environment that surrounds a number of observers. In the case of omni-directional spherical stereoscopic image pairs the intended display environment is the iDome or stereoscopic enabled planetarium domes. In both these cases an omni-directional stereoscopic fisheye pair is extracted from the spherical panoramic pairs, generally this can readily be achieved in real time with current graphics hardware. Such a fisheye stereo pair provides acceptable stereoscopic viewing by an audience all possibly looking in different directions, compared to fisheye stereo pairs captured simply from two offset cameras with fisheye lenses.

![Figure 3. Three representative images from the set of 72 captured.](image)

### II. IMPLEMENTATION DETAILS

The geometry for calculating the effective eye separation (2R') given a rotation radius (R) of the cameras nodal point and the angle (ø) of the strip extracted from the fisheye is shown in Figure 2. The relationship is simply

$$ R' = R \tan(\alpha) \tag{1} $$

Controlling the distance to zero parallax is simply a matter of sliding the images horizontally and wrapping them across the left and right edges. Note that while this process of offsetting images horizontally with respect to each other to control the zero parallax distance is also employed for standard stereoscopic photography [13], in that case it is only strictly correct at a single offset. In contrast cylindrical and spherical stereoscopic panoramic images can be offset by any amount (although there are other ease of viewing constraints) and thus zero parallax can be located at any chosen depth. It should be
noted that there is only one value for the effective eye separation and zero parallax if a sense of correct depth is required. By convention we prepare the images with zero parallax at infinity, the offset operation is handled by the playback/presentation software given a previously chosen offset angle. This has the benefit of keeping all such images in a standard format rather than each having a different zero parallax distance built into the image pair.

This has the benefit of keeping all such images in a standard format rather than each having a different zero parallax distance built into the image pair.

**Figure 4.** Photograph of the Canon EOS5D mkII camera, Sigma 8mm circular fisheye lens and modified Gigapan mount.

Extracting the two lune shaped slits, see Figure 5, from each fisheye image requires an understanding of how each point in the fisheye image maps to longitude and latitude of a spherical projection. An ideal equiangular fisheye lens has a linear relationship between the normalised radius \( r \) on the range of \( 0 \) to \( 1 \) of a point on the fisheye image and the angular distance from the central line of sight \( \psi \) on the range of \( 0 \) to \( \pi/2 \).

\[
r = \frac{2 \psi}{\pi}
\]  

(2)

Such lenses have been manufactured and are often called true-theta lenses but much more common are various nonlinear relationships. The most common nonlinear relationship is a sinusoidal one as follows, where the constant \( \alpha \) is unique for each lens type.

\[
r = \frac{\sin(a \psi)}{\sin(a \pi/2)}
\]  

(3)

The above applies to lenses such as the ones used here, namely the Sigma 7.8mm fisheye \( (\alpha = \frac{1}{2}) \) and the Sunex 185 degree fisheye. Still other fisheye lenses are supplied with calibration curves, these are typically low order polynomials in \( \psi \). For the procedure outlined here it is critical to have a good estimate of this radial function in order to achieve a good blending at the upper and lower extremes of the image where the nonlinearities have most effect. If the radial relationship is less precise then finer camera stepping angles and narrower slits are required for an acceptable blending.

**Figure 5.** The left and right strips from in fisheye projection that will become rectangular slits in the final spherical projection.

The angular width of each lune slice is dependent on the number of images captured and the degree of overlap used for blending the strips together. The minimum width is the same as the stepping angle of the camera. In the implementation here a 50% overlap is employed, in this case the angular width is twice the stepping angle of the camera.

### III. Example

To illustrate the stages of the process an example will now be presented. The lens employed is a Sigma 180 degree (horizontally and vertically) circular fisheye mounted on a Canon EOS 5DMkII. The camera is mounted on a modified Gigapan [15] mount as shown in Figure 3, this was chosen since it gives suitably precise stepping in the horizontal plane and automatic camera clicking. Figure 4 shows three representative fisheye images from the set of 72 captured (5 degree steps). The exact number of shots chosen is not critical, however if too few are captured then parallax errors may result, if too many are chosen the time for capture grows and there is an increased chance of changes in the scene during the capture process. As is the norm with such capturing the automatic settings on the camera are disabled, aperture and exposure are set manually so they stay constant during the capturing process. The Gigapan mount is set to capture one frame every 2 seconds, the total capture time then for this example is a little over two and a half minutes.
Figure 5 shows a single frame with the two extracted lune shaped slits highlighted. In this case each slit is extracted 15 degrees from the center view direction, this was chosen to give an interocular distance of 6.5cm, the average human interocular distance. The width of each extracted slit is 30 degrees \(2\times\frac{360}{72}\) and since the camera is rotated in 15 degree \(\frac{360}{72}\) steps there is a 50% the overlap between each slice for the image blending.

Figure 6 shows the two lune slices converted into the two rectangular strip sections of a spherical cylindrical panorama. It is these strips from each of the 72 camera positions that are blended together to form the left and right eye final spherical panorama stereoscopic pairs as shown in Figure 8. The blending of each pair of strips was performed using a sinusoidal weighted contribution from each image, see Figure 7. If \(\hat{c}\) is the contribution from a pixel in one image then \((1-\hat{c})\) is the contribution from the corresponding pixel in the adjacent image. Various blending schemes were explored with a range of overlap widths, the conclusion was that choosing an overlap range from 10% to 50% made very little difference in the final result as long as the camera rotation steps were precise.

**CONCLUSION**

We have demonstrated a viable method of capturing high resolution omni-directional stereoscopic spherical projections of a static scene using a single camera and a circular fisheye lens. Omni-directional is taken to mean that one gets an acceptable stereoscopic 3D view when looking at the image pairs in any horizontal direction, this applies if the images are projected correctly onto a flat screen, a cylinder, or converted to fisheye projections and presented on a hemispherical surface. The image capture requires a full 180 degree fisheye lens (at least vertically), an accurate means of rotating the camera in small increments of a few degrees, and a knowledge of the angular radial dependence of the fisheye lens. The principle of omni-directional cylindrical panoramic images has been previously explored with cylindrical displays, the omni-directional spherical panoramic images presented here have been tested in stereo within the iDome display as well as on flat stereoscopic walls.
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