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INVITATION 
We cordially invite you to join us for OzViz 2012. 
This year the workshop will be held from 6th-7th 
December 2012 in Perth, WA.  A co-located 
Accelerated Computing Workshop will be held 
December 5th at the same venue.

BACKGROUND 
Started in 2001, OzViz is one of the premier annual 
workshops for visualisation practitioners, 
academics and researchers across Oceania, 
especially Australia and New Zealand. 

WORKSHOP
The workshop provides an informal opportunity 
for participants to present research outcomes, 
share innovative ideas, publicise work and meet 
colleagues. It is a very multidisciplinary event, with 
participants from many fields such as 
mathematics, geoscience, architecture, biology, 
medicine and astronomy presenting alongside 
computer graphics and visualisation experts.

PARTICIPATE 
We encourage participants to present and share a 
range of work such as on-going research, works-
in-progress, visualisation breakdowns, student 
projects and finished project. The format of the 
workshop will be short presentations, 20-30 
minutes each. 

SUBMISSION 
To propose a presentation, please submit an 
abstract by the 21st of November 2012. 
Submissions should be submitted online (see the 
details on the OzViz website). Submissions will be 
reviewed by the organising committitee and 
posted online as part of the conference material.
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ACCELERATED 
COMPUTING 
WORKSHOP

CO-LOCATED EVENTS 
This year’s OzViz program will include an Accelerated Computing 
Workshop on Dec 5th with invited speakers and live 
demonstrations discussing compute-oriented technologies 
(OpenCL, CUDA, etc) and hardware architectures (GPUs, APUs, MIC, 
etc).   

The ACW invites all developers, researchers and academics in the 
community to join us and participate!  Speakers from both industry 
and academia will discuss a range of subjects, including core 
fundamentals, hardware architectures, parallel programming, as 
well as workload scheduling and device specific optimizations.  

The detailed ACW program details will be announced soon.  See the 
OzViz website for details

ACW

VISUALISATION IMAGE EXHIBITION 
In addition to talks and presentations, attendees are invited to 
participate in this year’s Visualisation Image Exhibition.  The 
exhibition offers a unique venue to showcase cutting-edge digital 
work in printed form.  Entries can be submitted online.

The committee will choose the most visually inspiring and insightful 
works.  Selected works will be reproduced as large-format photo-
quality posters (free of charge) and displayed during the workshop.

See the OzViz website for details, and for the submission guidelines.

http://www.ozviz2012.org
http://www.ozviz2012.org
http://www.ozviz2012.org
http://www.ozviz2012.org


WWW.OZVIZ2012.ORG

CONFERENCE SITE: WWW.OZVIZ2012.ORG

INFORM, INSPIRE 
INVOKE

LOCATION 
The workshop will be held at the University of Western Australia, on 
the main Crawley Campus just outside the Perth CBD.  All talks and 
presentations will be done in the Bayliss Building, Theatre G33 from 
the 6th-7th December from 8am - 6pm.  

The Accelerated Computing Workshop will be held in the same room 
the day before OzViz -- the 5th of December from 8am - 6pm.

See the OzViz website for maps and detailed instructions.
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ORGANISERS 
Derek Gerstmann  [ ICRAR / UWA ]
Tomasz Bednarz  [ CSIRO ]

  
Paul Bourke  [ iVEC @ UWA ]
Drew Whitehouse  [ VIZLAB / ANU ]
Andrew Squelch  [ iVEC / CURTIN ]

SPONSORS
iVEC @ UWA

A Practical Visualization Strategy for Large-Scale Supernovae CFD Simulations

Derek K. Gerstmann ⇤

ICRAR, University of Western Australia
Toby Potter

ICRAR, University of Western Australia
Michael Houston

Advanced Micro Devices, Inc.
Paul Bourke

iVEC, University of Western Australia

Kwan-Liu Ma
University of California, Davis

Andreas Wicenec
ICRAR, University of Western Australia

Figure 1: Progressive Volume Rendering of Radio Frequency Emission Derived from an Expanding Type II Supernova CFD Simulation.

Top (from left to right): 16 ray-interval steps (0.17 sec), 64 steps (0.45 sec), 256 steps (1.56 sec), 8192 steps (47.81 sec). Bottom: Quality metrics showing convergence
over time. Left graph corresponds to highlighted zoomed in section. Note the quality achieved in the first 64 ray-interval samples (a total of 8 passes). Times reported are total
seconds elapsed for rendering a 1k image for a single time-step from a resampled 2563 dense grid w/32-bit float-point density values. Target system was an Apple MacBook Pro
2011 w/8GB RAM, Intel Core i7 2.2GHz, AMD Radeon 6750M 1GB running Mac OSX Lion v10.7.0. Dataset courtesy of Toby Potter from the International Centre for Radio
Astronomy Research (ICRAR), University of Western Australia (UWA).

1 Overview

Simulating the expansion of a Type II supernova using an adap-
tive computational fluid dynamics (CFD) engine yields a complex
mixture of turbulent flow with dozens of physical properties. The
dataset shown in this sketch was initially simulated on iVEC’s EPIC
supercomputer (a 9600 core Linux cluster) using FLASH [Fryx-
ell et al. 2000] to model the thermonuclear explosion, and later
post-processed using a novel integration technique to derive the ra-
dio frequency emission spectra of the expanding shock-wave front
[Potter et al. 2011]. Model parameters have been chosen to simu-
late the asymmetric properties of the SN 1987A remnant [Potter
et al. 2009].

This offline workflow takes several hundred machine-hours to com-
plete, and results in a volumetric time-series dataset stored on an
adaptive mesh refinement grid with a total storage allocation of >=
10 terabytes. This dataset consists of several thousand time-steps
(adaptively outputted at non-linear time intervals), each containing
a dozen simulation variables stored as floating-point vector fields.
Due to the intricate nature of the flow, visualizing these datasets
requires a rendering engine capable of high-quality image recon-
struction in order to maintain the underlying visual complexity.

In this sketch, we describe a practical approach we’ve developed
which enables explorative visualization for studying large-scale
time-series astrophysical CFD simulations. This is part of an ongo-
ing data-intensive research project within our group to support the
visualization of large-scale astrophysics datasets for the scientists at
the International Centre for Radio Astronomy Research (ICRAR).

⇤e-mail: derek.gerstmann@icrar.org

In particular, we discuss the application of progressive stochastic
sampling and adjustable workloads to insure a consistent response
time and a fixed frame-rate to guarantee interactivity. The user is
permitted to adjust all rendering parameters while receiving contin-
uous visual feedback, facilitating explorative visualization of our
complex volumetric time-series datasets.

2 Approach

The main goal of our system was to enable users to quickly
search and isolate specific features within our large-scale time-
series datasets, while providing an accurate and appropriate rep-
resentation of the underlying data. Our system uses a progressive
rendering approach and combines this with stochastic sampling to
enable a high-quality rendering and interactive control over all ren-
der parameters including camera properties, clip-planes and trans-
fer function editing.

The image sequence in Fig. 1 demonstrates the capabilities of our
stochastic rendering approach in the context of our radio-frequency
simulation workflow. The figure highlights the quality of our sys-
tem for a given number of ray-interval samples and the correspond-
ing graphs summarize the rate of convergence for the listed qual-
ity metrics. The rendered images provide a unique view of the
radio frequency emission at 843 MHz for day 4136 after the SN
1987A explosion, as represented by the radio power per unit vol-
ume (in log-scale), modulated by the spectral index from the afore-
mentioned simulation dataset.

While other progressive and stochastic sampling techniques for vol-
ume rendering exist (eg [Csebfalvi and Szirmay-kalos 2003]), our
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